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Example Sheet 1

Example 1.1

van der Waals gas law: (
p+

N2a

V 2

)
(V −Nb) = NkBT

dU in its natural variables is

dU = −p dV + T dS

dU = T dS − p dV

dU = T

(
∂S

∂T

)
V

dT +

(
T

(
∂S

∂V

)
T

− p

)
dV

So heat capacity at constant volume is by definition,

CV =

(
∂U

∂T

)
V

= T

(
∂S

∂T

)
V

This Maxwell’s relation might be useful for relating the expression above to van der Waals’
law

dF = −S dT − p dV(
∂S

∂V

)
T

= − ∂2F

∂V ∂T

= +

(
∂p

∂T

)
V

Finally,

(
∂CV
∂V

)
T

=

∂T
(
∂S
∂T

)
V

∂V


T

= T

(
∂

∂T

)
V

(
∂S

∂V

)
T

= T

(
∂2p

∂T 2

)
V
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1 1.2

= T
∂

∂T

NkB
V −Nb

= 0

As for the specific heat cV (p, T ) (
∂cV
∂V

)
T

= − 1

V 2
CV

Due to local pressure changes upon increasing volume at fixed temperature.

Example 1.2

G = U − TS + pV dG = −S dT + V dp+ µ dN

G = NkBT ln

(
p

p0

)
−NA(T )p

(a)

(
∂G

∂p

)
T,N

= V = NkBT
1

p
−NA(T )

pV = NkBT −NA(T )p

(b)

S = −
(
∂G

∂T

)
p,N

= −NkB ln

(
p

p0

)
+Np

dA

dT

(c)

H = G+ TS

H = Np

(
−A(T ) + T

dA

dT

)
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1 1.3

(d)

U = H − pV

U = NT

(
dA

dT
p− kB

)

(e)

F = G− pV

F = NkBT

(
ln

(
p

p0

)
− 1

)

F (T, V,N) is the Helmholtz free energy given in its natural variables, so all equilibrium
thermodynamic information can be retrieved. (T, p,N) are the natural variables of G, but
we cannot get an expression for S in G = U − TS + pV with only U and the equation of
state.

Example 1.3

S(U, V,N) = NkB ln

αVN
(
U

N

) 3
2



U =

(
N

5
2

V α
exp

{
S

NkB

}) 2
3

p = −
(
∂U

∂V

)
S,N

=
2

3V
5
3

(
N

5
2

α

) 2
3

exp

{
2S

3NkB

}

T =

(
∂U

∂S

)
V,N

=

(
N

5
2

V α

) 2
3

exp

{
2S

3NkB

}
2

3NkB

exp

{
2S

3NkB

}
=

T(
N

5
2

V α

) 2
3

3NkB
2

p =
NkBT

V
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1 1.4

Example 1.4

Cp =

(
dQ

dT

)
p

=

(
T dS

dT

)
p

= T

(
∂S

∂T

)
p(

∂V

∂T

)
p

=
∂2G

∂T∂p
= −

(
∂S

∂p

)
T

(
∂S

∂p

)
S

=

(
∂S

∂p

)
T

1︷ ︸︸ ︷(
∂p

∂p

)
S

+

(
∂S

∂T

)
p

(
∂T

∂p

)
S

= 0(
∂V

∂T

)
p

=
Cp
T

(
∂T

∂p

)
S(

∂T

∂p

)
S

=
T

Cp

(
∂V

∂T

)
p

Similarly,

(
∂S

∂V

)
S

=

(
∂S

∂V

)
T

1︷ ︸︸ ︷(
∂V

∂V

)
S

+

(
∂S

∂T

)
V

(
∂T

∂V

)
S

= 0(
∂S

∂V

)
T

= −
(
∂S

∂T

)
V

(
∂T

∂V

)
S

− ∂2F

∂V ∂T
=

(
∂p

∂T

)
V

= −CV
T

(
∂T

∂V

)
S(

∂T

∂V

)
S

= − T

CV

(
∂p

∂T

)
V

For an ideal monatomic gas, pV = NkBT, S = NkB ln

(
α V
N

(
U
N

) 3
2

)

S =
3NkB

2
ln

3

2
kBT

(
V α

N

) 2
3


S = S(T (V α)

2
3 )

Where N is regarded a constant for this question

(
∂T

∂p

)
S

(
Tα

p

) 2
3

+
2

3

p
(
∂T
∂p

)
S
− T

p2

(
Tα

p

) 2
3

= 0
T

5
2
NkB

NkB
p

=
T

Cp

(
∂V

∂T

)
p
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1 1.5

5

3

(
∂T

∂p

)
S

=
2T

3p

2T

5p
=

T

Cp

(
∂V

∂T

)
p(

∂T

∂p

)
S

=
2T

5p

2T

5p
=

T

Cp

(
∂V

∂T

)
p

Now we have left hand side equals right hand side. Similarly,(
∂T

∂V

)
S

(V α)
2
3 +

2

3
T

(V α)
2
3

V
= 0

T
3
2
NkB

NkB
V

=
T

CV

(
∂p

∂T

)
V(

∂T

∂V

)
S

= −2T

3V
−2T

3V
= − T

CV

(
∂p

∂T

)
V

�

Example 1.5

Thermodynamic equilibrium of an isolated system is achieved when the total entropy of the
system is maximised. i.e.

dStot = 0

at equilibrium.
However, no finite system other than the universe itself is isolated, so we often consider

closed systems, which can only exchange energy with the rest of the universe, and open
systems, which can exchange both energy and matter with the universe.

For an open system and the universe (reservoir), the total entropy has

dStot = dSs + dSR

From first law = dSs +
dUR + pRdVR − µR dNR

TR
−TR dStot = dU s − TR dSs + pRdVs − µR dN s

where we have expressed the total entropy of the universe as a function of reservoir thermo-
dynamic forces and system variables. In big reservoirs whose temperature are not subject to
change, equilibrium state of the system is described by minimisation of availability

dA = −TR dStot

Under a set of constraints on the system variables, the availability reduces to other thermo-
dynamic potentials. For example, if the system number of particles is constrained, we have
returned to the special case of equilibrium of a closed system.
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1 1.6

Example 1.6

The Helmoholtz free energy F of a system in equilibrium is a minimum when T, V,N are
constrained.

A spherical air bubble of radius r is in a large tank of liquid. The differetial Helmholtz
free energy of the surface of the bubble is dFs = +ΓdA. The total Helmholtz free energy of
a liquid-bubble system is

F = Fa + Fs + Fl

In equilibrium at constant temperature and amount of air and liquid we have

dF = −padVa + ΓdA− pldVl = 0 dVa = −dVl

pa4πr
2dr − 8πrΓdr = pl4πr

2dr

pa = pl +
2Γ

l

Example 1.7

At the same pressure and temperature, the minimum work required is the change in Gibbs
free energy

W = ∆G = T∆Smix

Where Smix arises from diluting 1 mole of gas to from p to p
5
, its appropriate partial pressure.

∆Smix = −NkB ln

(
1

5

)
W = 13.38T

(
J K−1

)
Example 1.8

G
(m)
n = H

(m)
n − TS(m)

n

n H2 O2 H2O (liquid)

Gibbs Free energy G
(m)
n kJ mol−1 -38.9 -61.1 -306.6

Kc = exp

− 1

kBT

∑
i

νi
G

(m)
i

NA


= 1.37× 1083

Meaning that reaction is very spontaneous and the equilibrium mixture almost entirely con-
sists of the product.
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1 1.9

The maximum possible work extracted in the fuel cell is given by

W (m) = −
∑
i

νiG
(m)
i = 237.2 kJ mol−1

per mole of H2O formed. The entropy change of this reaction is

∆S(m) =
∑
i

νiS
(m)
i = 163.4 J mol−1 K−1

Correspondingly the minimum heat dissipated is

Q = −T∆S = 48.7 kJ mol−1

We get effficiency

η =
W

Q+W
= 83%

and voltage

V =
∆G

2F
= 1.23V

Example 1.9

The entropy change of phase transition at T = TC is L
T

= 0, so the entropy of two phases are
equal at Tc.

dS =
CdT

T

Sn =

∫
0

Cn
T

dT + S(0) Sp =

∫
Cs
T

dT + S(0)

Sn =

∫ (
V βT 2 + V γ

)
dT + S(0) Sp =

∫
V αT 2dT + S(0)

By the third law, S(0) = 0 for both phases.

Sn = V β
T 3

3
+ V γT Sp = V α

T 3

3

and Sn = Sp at Tc, (
(β − α)T 2

c + 3γ
)
Tc = 0

Tc = 0 or

√
3γ

α− β

9



2

Example Sheet 2

Example 2.1

(a)

In a p-T phase diagram, for liquid and vapour to coexist,

µg(p, T ) = µl(p, T )

Two variables are related by one equation, which gives us a set of solutions along a curve.
For vapour-liquid-solid coexistence,

µg(p, T ) = µl(p, T ) = µs(p, T )

Two variables contrained by two equations gives us at most a unique solution, which is one
point on the p-T plane.

(b)

Three-phase coexistence of both substances require 4 equations to be satisfied. p, T , and the
6 different concentrations give us 8 variables, which are reduced by 3 contraints of the form
cA + cB = 1 to 5 degrees of freedom. Therefore, on the p-T plane a set of solutions along a
curve (spanning one dimension) can be found.

(c)

P phases C components

The number of phase coexistence equations is

C × (P − 1)

The number of free variables is

p,T︷︸︸︷
2 +

# of concentrations︷ ︸︸ ︷
C × P −

constraints︷︸︸︷
P = 2 + P × (C − 1)

We get that the set of solutions have

2 + PC − P − CP + C = 2 + C − P

degrees of freedom that can be adjusted while preserving all phases in all components.

10



2 2.2

Example 2.2

Helmholtz free energy is given by

F = −kBT lnZ

= −akBT 4V

The equation of state can be derived

p = −
(
∂F

∂V

)
T,N

p = akBT
4

Internal energy

U = F + TS

U = F − T
(
∂F

∂T

)
V,N

U = −akBT 4V + 4akBT
4V

U = 3akBT
4V

Heat capaity at constant volume

cV =

(
∂U

∂T

)
V

cV = 12akBT
3V

chemical potential

µ =

(
∂F

∂N

)
V,T

µ = 0

pressure is equal to

p =
1

3
u

where u is internal energy per unit volume.
This system could be the photon gas, for which particle number cannot be distinguished

from total energy and therefore chemical potential is 0.
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2 2.3

Example 2.3

Given that n atoms are on interstitial sites, the configurationrational entropy is

S = kB ln(Ωn)

where Ωn is the number of different ways that n atoms are on interstitial sites and N − n
atoms are on lattice sites

Ω(n) =
N !

n!(N − n)!

N !

n!(N − n)!

Therefore

S = 2kB ln

(
N !

n!(N − n)!

)
The temperature of the system, total particle number, and total volume are all constrained,
so the relevant free energy is Helmholtz free energy. Assuming vacancies are very rare, the
free energy can be written as

F = nε− TS
F = nε− 2kBT

(
N lnN − n lnn− (N − n) ln(N − n)

)
Minimising with respect to n gives

ε+ 2kBT

(
n

n
+ lnn− N − n

N − n
− ln(N − n)

)
= 0

ε+ 2kBT ln

(
n

N − n

)
= 0

N

n
− 1 = e

ε
2kBT

n =
N

1 + exp
{

ε
2kBT

}
Example 2.4

(a)

The statistical weight of there being s zippers open is

Ω(s) = exp

{
− ε

kBT

}
︸ ︷︷ ︸
boltzmann factor

Ω(s− 1)

which is obciously a geometric series with general expression

Ω(s) = exp

{
− sε

kBT

}
12



2 2.5

if we take Ω(0) = 1 which we can for the calculation of partition functions.
The partition function is given by

Z =
N∑
s=0

Ω(s)

=
N∑
s=0

exp

{
− sε

kBT

}

=
1− exp

(
− (N+1)ε

kBT

)
1− exp

(
− ε
kBT

)
(b)

The average number of open links is directly related to the internal energy of this system

〈n〉 =
〈E〉
ε

= −1

ε

∂ lnZ

∂β

= −
(N + 1)e

− (N+1)ε
kBT

(
1− e−

ε
kBT

)
− e−

ε
kBT

(
1− e−

(N+1)ε
kBT

)
(

1− e−
(N+1)ε
kBT

)(
1− e−

ε
kBT

)
=
N exp

{
− (N+2)ε

kBT

}
− (N + 1) exp

{
− (N+1)ε

kBT

}
+ exp

{
− ε
kBT

}
(

1− e−
(N+1)ε
kBT

)(
1− e−

ε
kBT

)
In low temperature limits,

〈n〉 ≈ 1

exp
{

ε
kBT

}
− 1
≈ kBT

ε

Example 2.5

(a)

Zcl =

∫∫
e
−β

(
p2

2m
+ kx2

2

)
dx dp

2π~

=
1

2π~

∫
e−β

p2

2m dp

∫
e−β

kx2

2 dx

13



2 2.6

=
1

2π~

√
2mπ

β

√
2π

βk

=
1

β~

√
m

k

(b)

Assume the gravitational field is confined to z > z0

Zcl =
1

2π~

∫
e−β

p2

2m dp

∫
z0

e−βmgz dz

=
1

2π~

√
2mπ

β

e−βmgz0

βmg

=
1

~

√
1

2πmβ3

e−βmgz0

g

Example 2.6

(a)

The dispersion relation is ε = cp, and the particles are indistinguishable, so we have

Z =
1

N !

(∫
e−βc|p|

d3r d3p

(2π~)3

)N

Z =
1

N !

(2V )N

(2π~βc)3N

Helmholtz free energy is then

F = −kBT lnZ

= −NkBT

[
ln

(
2V

(2π~βc)3

)
− lnN + 1

]

The equation of state is

p = −
(
∂F

∂V

)
T,N

p =
NkBT

V

14



2 2.6

entropy

S = −
(
∂F

∂T

)
V,N

= NkB

ln

(
2V e4

(2π~βc)3N

)
which we can check is extensive. The internal energy is

U = −∂ lnZ

∂β

=
3N

β

= 3NkBT

and the constant volume heat capacity is

CV =

(
∂U

∂T

)
V

= 3NkB

(b)

Each of the particles can exist in energy states +∆ or −∆, so the partition function is now

Z =
1

N !

(∫
e−βc|p|

d3r d3p

(2π~)3

(
e−β∆ + e+β∆

))N

Z =
1

N !

(4V )N

(2π~βc)3N
coshN(β∆)

Helmholtz free energy is then

F = −kBT lnZ

= −NkBT

[
ln

(
4V

(2π~βc)3

)
− lnN + ln

(
cosh(β∆)

)
+ 1

]
The equation of state is

p = −
(
∂F

∂V

)
T,N

p =
NkBT

V

15



2 2.7

entropy can be derived

S = −
(
∂F

∂T

)
V,N

= NkB

ln

(
4V e4cosh(β∆)

(2π~βc)3N

)
−∆β tanh(β∆)


The internal energy is

U = −∂ lnZ

∂β

=
∂

∂β

(
3N ln β −N ln cosh(β∆)

)
= 3NkBT −∆N tanh β∆

which is even about ∆, as we would expect. Finally the constant volume heat capacity is

CV =

(
∂U

∂T

)
V

= 3NkB +
Nβ∆2

T

(
1− tanh2(β∆)

)
Example 2.7

The grand potantial of the adsorbed Helium atoms is

Φ =

∫
Φ(ε)

d2x d2p

(2π~)2

where Φ(ε) is the grand potential of a particular momentum state

Ξ(ε) =
∑
n

(
e−β(ε−∆−µs)

)n
=

1

1− e−β(ε−∆−µs)

Φ(ε) = −kBT ln Ξ

= kBT ln
(

1− e−β(ε−∆−µs)
)

≈ −kBTe−β(ε−∆−µs)

thus

Φ = −AkBT
(2π~)2

∫
e−β(ε−∆−µs) d2p

16



2 2.7

= −AkBTe
β(µs+∆)

(2π~)2

2mπ

β

= −Am(kBT )2eβ(µs+∆)

2π~2

Under free exchange of particle between surface and reservoir, the equilibrium condition is

µs = µv = kBT ln

 p

kBT

(
2π~2

mkBT

) 3
2


The area density of adsorbed atoms is then

nads = − 1

A

(
∂Φ

∂µs

)
T,V

=
p

kBT

(
2π~2

mkBT

) 1
2

exp{β∆}

17



3

Example Sheet 3

Example 3.1

The grand partition function and grand potential of the point defect are

Ξ =
∑
{n}

exp{−βεn − µn}

= 1 + 2e−β(ε−µ) + e−β(2(ε−µ)+U)

Φ = −kBT ln(Ξ)

= −kBT ln
(

1 + 2e−β(ε−µ) + e−β(2(ε−µ)+U)
)

Equilibrium occupation of the defect is

〈n〉 = −
(
∂Φ

∂µ

)
T

=
2e−β(ε−µ) + 2e−β(2(ε−µ)+U)

1 + 2e−β(ε−µ) + e−β(2(ε−µ)+U)

At low temperatures T � U
kB

, the two-electron occupied state is almost inaccessible, we have

〈n〉 ≈ 2

eβ(ε−µ) + 2

µ− ε

〈n〉
1

2
3

hand plotted 〈n〉 against ε− µ, on scales ε− µ� U
β

0

1

2
〈n〉

µ− ε

computer-generated plot of 〈n〉 against ε− µ on the same scale as U
β

18



3 3.2

Example 3.2

Assuming the delocalised electrons are sparse and interact weakly, such that they form an
ideal nonrelativistic Fermi gas, obeying Fermi-Dirac statistics

〈n〉k =
1

eβ(εk−µ) + 1

The total number of delocalised electrons is given by

Ne =

∫ ∞
0

g(k)n(k) dk

=
σV

8π3

∫ ∞
0

n(k)4πk2 dk

=
σV

2π2

∫ ∞
0

k2

e
β
(

~2k2
2me
−µ

)
+ 1

dk

=
σV

2π2

(
2me

~2β

) 3
2
∫ ∞

0

u2

eu2−βµ + 1
du

In low temperature limit β(ε− µ) � 1, approximate 1
eβ(ε−µ)+1

as e−β(ε−µ), and substitute in
µ = −eφ

N =
σV

2π2

(
2me

~2β

) 3
2

e−βeφ
∫ ∞

0

e−u
2

u2 du

N =
σV

2π2

(
2me

~2β

) 3
2

e−βeφ
√
π

4

Ne− = σV

(
mekBT

2π~2

) 3
2

e−βeφ

Similarly, the number of He+ is

NHe+ = σV

(
mHekBT

2π~2

) 3
2

For the number of He which has spin 0, Bose-Einstein statistics is used instead, but the result
is analogous

NHe =
V

2π2

(
2mHe

~2β

) 3
2
∫ ∞

0

u2

eu2−βµ − 1
du

= V

(
mHekBT

2π~2

) 3
2

19



3 3.3

Substituting in σ = 2, we get

KN =
NHe

NHe+Ne−

=
1

4V

(
2π~2

mekBT

) 3
2

eβeφ

where the masses of Helium atom and cation are approximated as identical.
Denote

α =
p

4kBT

(
2π~2

mekBT

) 3
2

eβeφ

By definition of equilibrium constant, the proportion of ionised Helium ne = Ne
NHe(orig)

is

N2
e =

(NHe(orig) −Ne)(NHe(orig) +Ne)

α
(α + 1)n2

e = 1

ne =
1√
α + 1

At 104 K

pressure concentration
1 atm 7.3× 10−5

10−2 Pa 0.23

Example 3.3

(a)

Each energy state in Fermi-Dirac statistics can at most house one particle, so the partition
function is

Z = e−βε

(b)

The partition function of Bosons is the sum of Boltzmann factors of 3 different energy states,

Z = 1 + e−βε + e−2βε

20



3 3.4

(c)

For classical indistinguishable particles, the two-particle partition function is

Z2 =
Z2

1

2!

Z2 =

(
1 + e−βε

)2

2

where Z1 is the one-particle partition function.

(d)

Classical distinguishable particles have

Z2 = Z2
1

Z2 =
(

1 + e−βε
)2

In the high temperature limit partition functions of Fermions, Bosons, and classical indis-
tinguishable particles tend to different values, because the two-level system is intrinsically
quantum and has no limit that reduces to classical statistical dynamics.

Example 3.4

(a)

Thermal wavelength of a particle given by

λ =

√
2π~2

mkBT

λe = 1.86× 10−11 m

λp = 4.35× 10−13 m

λHe = 2.17× 10−13 m

(b)

The average occpation of accessible energy levels is the same order as

navg =
N

V
λ3 =

ρ

m1

λ3

21



3 3.5

The interested system is degenerate if the average occupation 1.

navg,p =
ρp
mp

λ3
p

= 3.0× 10−6

navg,He =
ρHe

mHe

λ3
He

= 1.5× 10−7

Ne = Np + 2NHe

navg,e = (
ρp
mp

+
2ρHe

mHe

)λ3
e

= 0.42

Therefore Helium and Hydrogen are effectively nondegenerate, while electrons are weakly
degenerate.

(c)

Pressure due to massive particles:

pH,He = kBT

(
ρp
mp

+
ρHe

mHe

+
ρp
mp

+ 2
ρHe

mHe

)
= 2.58× 1016 Pa

Pressure due to radiation:

pγ =
1

3

π2k4
B

15~3c3
T 4

= 1.65× 1013 Pa

(d)

The pressure due to massive particles are much stronger than that due to radiation, so the
gravitational collapse is mainly prevented by the massive particles.

Example 3.5

At low temperatures number of particles in Fermi gas He3 can be expanded as

N =
σV

4π2

(
2meff

~2

) 3
2
∫ εF

0

√
ε dε

ρHe3 =
2

4π2

(
2meff

~2

) 3
2 2

3
ε

3/2
F
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3 3.6

ρHe3 =
140

3×mp

× 5× 3

5× 3 + 95× 4

εF = 4.59× 10−24 J

TF = 3.33× 10−1 K

The specific heat per atom at low temperatures is expanded as

cV =
T

N

π2k2
Bg(εF )

3

= T
π2k2

B

2kBTF

= T
π2kB
2TF

= 2.05× 10−22 J K−1 × (T )

0 T

cV

Example 3.6

Given the dispersion relation
ε = ~ω = ∆ + ak2

with density of states

g(k) =
V

8π3
4πk2

The internal energy and heat capacity due to this elementary excitation is

U =
V

2π2

∫ ∞
0

ε

eβε+1
k2 dk

=
V

4π2a3/2

∫ ∞
∆

ε
√
ε−∆

eβε − 1
dε

=
V

4π2a3/2β5/2

∫ ∞
0

u3/2 + β∆u1/2

eu+β∆ − 1
du

23



3 3.7

=
V

4π2a3/2

[
(kBT )5/2

∫ ∞
0

u3/2

eu+β∆ − 1
du+ ∆(kBT )3/2

∫ ∞
0

u1/2

eu+β∆ − 1
du

]

At low temperatures, β∆ = ∆
kBT
� 1, the denominator in the intnegrands can be approxi-

mated as eβ∆,

U ≈ V

4π2a3/2
exp

(
− ∆

kBT

)[
(kBT )5/2

∫ ∞
0

u3/2 du+ ∆(kBT )3/2

∫ ∞
0

u1/2 du

]
The exponential term gives rise to a very flat plateau where U remains 0 for kBT � ∆.
Upon approaching kBT = ∆, the exponential prefactor converges to 1, and the functional
dependence reduces to the case ∆ = 0, U ∝ (kBT )5/2

CV√
T

T
∆
kB

O

Example 3.7

The Bose-Einstein distribution for photons is

〈nk〉 =
1

eβ~kc − 1

For ν = 109 Hz, at room temperature, βhν ∼ 1e − 1 and c
ν

= 30 cm. There are barely
any excitations along the “small” diameter of the cavity, i.e. only longitudinal dimension
contributes effectively to density of states.

g(k) =
L

π

The energy density can therfore be written as

~ω 〈nk〉 g(k) dk =
~ωL
π

1

eβ~ω − 1
dk

≈ ~ωL
π

1

β~ω
dω

c

≈ kBTL

πc
dω

24



3 3.8

where we made the approximation that the frequency range of interest satisfies ~ωβ � 1.
For ν = 1012 Hz, however, c

ν
= 0.03 cm. The transverse dimension ∼ 1 cm � c

ν
of the

cavity contains considerably many excitatons. The density of states should be

g(k) =
2V

8π3
4πk2 dk =

V

π2
k2 dk

which gives energy density

~ω 〈nk〉 g(k) dk =
ω2

c2

~ω
eβ~ω − 1

V

π2

dω

c

=
~ω3V

π2cβ~ω
dω

= πkBTω
2 V

(πc)3
dω

Example 3.8

Chemical potential µ is a thermodynamic force which drives particles in a system to flow into
another. Internal energy, which is a homogeneous function, depends on chemical potential
via

U = TS − pV + µN

dU = T dS − p dV + µ dN

which lead to the Gibbs-Duhem equation

dµ = − S
N

dT +
V

N
dp

Equivalently, chemical potential can be defined as Gibbs free energy per particle

G = µN

Values of chemical potentials of open systems are equated when these system come into
equilibrium. Examples of these include phase equilibrium and chemical equilibrium. Chem-
ical equilibria is often characterised by a equilibrium constant, whereas phase equilibrium is
achieved in a subspace spanned by independent thermodynamic variables.

In statistical mechanics, chemical potential can be calculated from

µ(T, V,N) =
∂F

∂N
= −∂(kBT lnZ)

∂N

where Z is the partition function of the system. Just like Z can be separated as products of
statistcis due to internal and external degrees of freedom, µ can be separated into sums of
terms corresponding to internal and external variables.
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3 3.8

The difference in statistics of Bosons and Fermions is carried over to chemical potentials.
For bosons there is no limit to the number of particles that can be contained near the ground
state, so Z remains nondecreasing with respect to N , such that µ ≤ 0. However Fermi-Dirac
statistics means that the partition function can decrease with respect to increasing N due to
high occupation of the ground state at low temperatures, thereby leading to positive values
of chemical potential.

µ

T

εF

O

Classical
Fermion

Boson

Figure 1: A rough plot of chemical potentials of dlassical and quantum gases
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4

Example Sheet 4

Legacy question:

The Helmholtz free energy F corresponding to a given partition function Z is

F = −kBT lnZ

= −kBT ln

AN
N !

T 3N/2V N exp

(
−B(T )N2

V

)
Stirling
≈ −NkBT

[
− lnN +

3

2
lnT + lnV − B(T )N

V
+ lnA+ 1

]
= NkBT

[
lnN − 3

2
lnT − lnV +

B(T )N

V
− ln(eA)

]
F is expressed in its natural variables N, V, T . The equation of state can therefore be obtained
as

p = −
(
∂F

∂V

)
T,N

p = NkBT

(
1

V
+
B(T )N

V 2

)
p

kBT
= n+B(T )n2

where we denoted n = N
V

. The internal energy is

U = F + TS

= F − T
(
∂F

∂T

)
V,N

= F − F −NkBT 2

(
− 3

2T
+
N

V

dB

dT

)
=

3

2
nV kBT − n2T

dB

dT
V kBT

The heat capacity at constant volume is

CV =

(
∂U

∂T

)
V,N

= kBV

3

2
n−

(
2T

dB

dT
+ T 2 d2B

dT 2

)
n2
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4 4.1

The chemical potential is

µ =

(
∂F

∂N

)
T,V

= kBT

[
lnN − 3

2
lnT − lnV +

B(T )N

V
− ln(eA)

]
+NkBT

[
1

N
+
B(T )

V

]
= kBT

[
lnN − 3

2
lnT − lnV +

2B(T )N

V
− ln(A)

]
This partition function corresponds to a gas expanded up to the second virial coefficient.

Example 4.1

Given an intermolecular potential

φ(r) =


∞ r < a

−ε a < r < 2a

0 2a < r

equilibrium statistical physics gives the radial distribution function as

g(r12) =
V 2

N2
( PN 2 )

∂2 lnZφ
∂r1∂r2

where

Zφ =

∫
exp

−∑
j>i

βφ(rij)

 d3r1 . . . d
3rN .

(a)

The density-independent, i.e. zeroth order term of g(r) is

g0(r) = eβφ(r)

g0(r) =


0 r < a

e
ε

kBT a < r < 2a

1 2a < r
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4 4.1

g0(r)

r
0 a

1

eβε

2a

kBT � ε

g0(r)

r
0 a

1

kBT � ε

(b)

The second virial coefficient B2 can characterises the n2 dependent term in the equation of
state

p

kBT
= n+B2(T )n2 +B3(T )n3 + . . .

According to virial theorem

p = nkBT −
n2

6

∫ ∞
0

r
dφ

dr
4πr2

(
g0(r) + ng1(r) + n2g2(r) + . . .

)
dr

B2(T ) only depends on the leading order term g0 in the radial distribution function, i.e.

B2(T ) = − 1

6kBT

∫ ∞
0

4πr3 dφ

dr
e

φ
kBT dr

=

∫ ∞
0

2πr2
(
1− g0(r)

)
dr

=

∫ a

0

2πr2 dr +

∫ 2a

a

2πr2
(

1− eβε
)

dr +

∫ ∞
2a

2πr2(1− 1) dr

=
2πa3

3

(
8− 7eβε

)
.
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4 4.2

The Boyle temperature TB, when B2(T ) = 0, can be calculated as

0 = 8− 7e
ε

kBTB

TB =
ε

kB ln
(

8
7

) .
(c)

Using T ∗ = kBT
ε

and v∗0 = 2πa3

3
, we can rewrite

B2(T )

v∗0
= 8− 7e

1
T∗

kBTB/ε

B2

v∗0

T ∗

1

Example 4.2

The Landau free energy of a non-nematic fluid in terms of order parameter Q, the degree of
alignment, is

F (Q, T ) = a(T − Tc)Q2 − bQ3 + cQ4

where a, b, c, and Tc are positive constants.

(a)

equilibrium values of Q produce stationary free energies.

∂F

∂Q
= 2a(T − Tc)Q− 3bQ2 + 4cQ3 = 0

Q

(
a(T − Tc)−

3

2
bQ+ 2cQ2

)
= 0

30



4 4.3

At temperature T ∗, there is a transition. The free energies of both phases Q0 = 0 and Q∗ 6= 0
are equal. Then we have

F (Q∗, T ∗) = F (Q0, T
∗)

a(Tc − Tc)(Q∗)2 − b(Q∗)3 + c(Q∗)4 = 0

(Q∗)2
(
a(T ∗ − Tc)− bQ∗ + c(Q∗)2

)
= 0

0︷ ︸︸ ︷
a(T − Tc)−

3

2
bQ+ 2cQ2 +

1

2
bQ∗ − c(Q∗)2 = 0

Q∗ =
b

2c

=⇒ a(T ∗ − Tc)−
b2

2c
+
b2

4c
= 0

T ∗ =
b2

4ca
+ Tc

Below T ∗, the system chooses Q = Q∗, whereas above T ∗, the system chooses Q = 0.

(b)

The entropy change associated with the transition from aligned phase of T ∗− to unaligned
phase of T ∗+ is

∆S = − ∂F (Q0)

∂T

∣∣∣∣
T ∗

+
∂F (Q∗)

∂T

∣∣∣∣
T ∗

∆S = a(Q∗)2 =
ab2

4c2

Thus the latent heat is

L = T∆S =

(
b2

4c
+ aTc

)
b2

4c2

Example 4.3

(a)

Given the free energy of a system expanded about order parameter P

F = α(T − Tc)P 2 + bP 4 + cP 6

We have that at equilibrium

∂F

∂P
= 2α(T − Tc)P + 4bP 3 + 6cP 5 = 0
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4 4.3

2P
(
α(T − Tc) + 2bP 2 + 3cP 4

)
= 0

Given c > 0, the unordered P = 0 phase always exists for some temperature. The order
parameter can undergo first order phase transition if due to a small perturbation of energy,
the free energy of some nonzero P is lower than F (0) = 0, i.e. at transition

F (T, P ∗) = α(T − Tc)(P ∗)2 + b(P ∗)4 + c(P ∗)6 = 0
0︷ ︸︸ ︷

α(T − Tc) + 2b(P ∗)2 + 3c(P ∗)4−b(P ∗)4 − 2c(P ∗)6 = 0

(P ∗)2 = − b

2c

F = −α(T ∗ − Tc)
b

2c
+

b3

4c2
− b3

8c2
= 0

T ∗ =
b2

4αc
+ Tc

For P ∗ to be real, b < 0.

(b)

The free energy of a ferroelectric crystal can be written as

F = α(T − Tc)P 2 + bP 4 + cP 6 +DεP 2 + Eε2

where P is the polarisation of the crystal and ε is the elastic strain.
At equilibrium, the free energy is stationary in both parameters.

∂F

∂P
= 2α(T − Tc)P + 4bP 3 + 6cP 5 + 2DεP = 0

2P
(
α(T − Tc) +Dε+ 2bP 2 + 3cP 4

)
= 0

∂F

∂ε
= DP 2 + 2Eε = 0

ε = − D

2E
P 2

=⇒ 2P

α(T − Tc) +

(
2b− D2

2E

)
P 2 + 3cP 4

 = 0

Exactly the same analysis as part (a) follows if we simply rename b′ = b− D2

4E
. Therefore, for

a phase transition to occur

b′ < 0 =⇒ b <
D2

4E
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4 4.4

Example 4.4

A system held at constant temperature and volume satisfies

(dA)T,V = (dF )T,V = µ dN

The availability is reduced to Helmholtz free energy

F = −pV + µN

The probability distribution of N is given by

P (N) = Ne(pV−µN)/kBT

where N is the approriate normalisation constant. We have

N

(
∂

∂µ

∫
e(pV−µN)/kBT dN

)
V,T

= − 1

kBT
N

∫
Ne(pV−µN)/kBT dN

〈N〉 = kBT

(
∂

∂µ
ln(N)

)
V,T

N

(
∂2

∂µ2

∫
e(pV−µN)/kBT dN

)
V,T

=
1

(kBT )2
N

∫
N2e(pV−µN)/kBT dN

〈
N2
〉

= (kBT )2N

(
∂2

∂µ2

∫
e(pV−µN)/kBT dN

)
V,T〈

N2
〉
− 〈N〉2 = kBT

(
∂ 〈N〉
∂µ

)
V,T

+ 〈N〉 kBT
(
∂ lnN

∂µ

)
V,T

− 〈N〉2

〈
∆N2

〉
= kBT

(
∂N

∂µ

)
V,T

where only in the last line, N denotes the equilibrium value instead of particle numbers in a
macrostate.

Example 4.5

Given the statistical weight as a function of energy, we can use

S = kB ln Ω = kB

√
NU

ε0

to obtain internal energy in its natural variables S, V,N

U(S, V,N) =
ε0
N

(
S

kB

)2
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4 4.5

Then heat capacity can be calculated from

T =

(
∂U

∂S

)
V,N

T =
2ε0S

Nk2
B

CV = T

(
∂S

∂T

)
V,N

CV =
Nk2

BT

2ε0
CV = 3× 10−25 J K−1 per electron

The probability distribution of the internal energy of the system held at constant volume
and particle number is described by

P (U) = N exp

(
− F

kBT

)
P (U) = N exp

(
−U − TRS

kBT

)
which is maximised when

∂P (U)

∂U
= 0 = −N 1

kBT

(
1− TR

∂S

∂U

)
exp

(
−U − TRS

kBT

)
(

1− kBTR
2

√
N

ε0U

)
= 0

Umax(P ) = NkBTR
kBTR
4ε0

At equilibrium there is ∂F
∂U

= 0, so

〈U〉 = Umax(P ) = NkBTR
kBTR
4ε0

The form of the distribution near its maximum has

ln(P ) = − 1

kBT

F (〈U〉) +
∂F

∂U

∣∣∣∣
〈U〉

(U − 〈U〉) +
1

2

∂2F

∂U2

∣∣∣∣∣
〈U〉

(U − 〈U〉)2 + . . .


but F (〈U〉) is just a constant and by requirement ∂F

∂U
= 0, so

P (U) ≈ N exp

− (U − 〈U〉)2

2kBT/
∂2F
∂U2

∣∣∣
〈U〉
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4 4.6

P (U) can be approximated as a Gaussian. The root mean square energy fluctuation is then

〈
∆U2

〉
=

kBTR
∂2F
∂U2

∣∣∣
〈U〉〈

∆U2
〉

= −kBTR

(
TR

∂2S

∂U2

)−1

〈
∆U2

〉
= kBTR

kBTR
4

√
N

ε0 〈U〉3

−1

〈
∆U2

〉
〈U〉2

= 4

√
ε0

N 〈U〉√
〈∆U2〉
〈U〉

=

√
8ε0

NkBTR√
〈∆U2〉
〈U〉

= 4.4× 10−11

Example 4.6

Let a, b > 0,

P (M) = N exp

(
− F

kBT

)
0 =

∂F

∂M

∣∣∣∣
〈M〉

= 2a(T − Tc) 〈M〉+ 4b 〈M〉3

〈M〉 =

±
√
−a(T−Tc)

2b
T < Tc

0 T > Tc

For fluctuations, use 〈
∆M2

〉
=
kBT
∂2F
∂M2〈

∆M2
〉

=

 kBT
−4a(T−Tc) T < Tc
kBT

2a(T−Tc) T > Tc
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4 4.7

Example 4.7

The Helmholtz free energy of a system in equilibrium is

F = − 1

β
ln

∫
e−βH(x) dx

The auxiliary free energy can be expressed as

F̃ = − 1

β
ln

(
e−β〈H−Hα〉α

∫
e−βHα(x) dx

)
F̃ = 〈H −Hα〉α −

1

β
ln

(∫
e−βHα(x) dx

)
F̃ = 〈H −Hα〉α + Fα

We notice

Zα

〈
e−β(H−Hα)

〉
α

=

∫
e−βHα(x)e−β(H−Hα) dx = e−βF

The negative exponential function is convex, so we can use Jensen’s inequality

e−β〈H−Hα〉α ≤
〈
e−β(H−Hα)

〉
α

1

β
ln
(
e−βFαe−β〈H−Hα〉α

)
≥ − 1

β
ln

(
Zα

〈
e−β(H−Hα)

〉
α

)
F ≤ 〈H −Hα〉α + Fα = F̃

For the simple harmonic system Hα, we have

〈
x2
〉
α

=
1

2αβ

∂
〈
x2
〉
α

∂α
= −

〈
x2
〉
α

α〈
x4
〉
α

=
3

2αβ

〈
x2
〉
α

= 3
〈
x2
〉2

α

∂
〈
x4
〉
α

∂α
= −

6
〈
x2
〉2

α

α

F̃ produces the tightest upper bound for F when

∂F̃

∂α
=

∂

∂α

[
− 1

β
ln

∫
e−βαx

2

dx+ Z−1
α

∫ [
(a− α)x2 + bx4

]
e−βαx

2

dx

]
∂F̃

∂α
=

∂

∂α

[
− 1

β
ln

√
π

αβ
+ Z−1

α

∫ [
(a− α)x2 + bx4

]
e−βαx

2

dx

]
∂F̃

∂α
=

1

2βα
+

∂

∂α

(
(a− α)

〈
x2
〉
α

+ b
〈
x4
〉
α

)
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4 4.8

0 =
1

2βα
+ (a− α)

∂

∂α

〈
x2
〉
α
−
〈
x2
〉
α

+ b
∂

∂α

〈
x4
〉
α

0 = (a− α)

〈
x2
〉
α

α
+

6b
〈
x2
〉2

α

α

α = 6b
〈
x2
〉
α

+ a

0 = α2 − aα− 3b

β

α =
a

2

(
1 +

√
1 +

12b

a2
kBT

)
≈ a+

3bkBT

a〈
x2
〉
α

=
kBT

a
(

1 +
√

1 + 12bkBT
) ≈ kBT

2a

(
1− 3bkBT

a2

)

where we have assumed restoring forces a and b, and discarded the negative root.

Example 4.8

The Langevin equation which describes an undriven particle in Brownian motion is stated

mv̇i = −γvi + ξ(t)

where vi is the ith component of the particle’s velocity. Integrating, we get

d

dt

(
mvie

γ
m
t
)

= ξ(t)e
γ
m
t

vi = vi0e
− γ
m
t +

1

m

∫ t

0

ξ(t′)e−
γ
m

(t−t′) dt′

The mean square speed can be obtained as

〈
vi(t)

2
〉

=

〈
v2
i0
e−

2γ
m
t +

2

m
vi0e

− γ
m
t

∫ t

0

ξ(t′)e−
γ
m

(t−t′) dt′

〉

+

〈
1

m2

∫ t

0

∫ t

0

ξ(t1)ξ(t2)e−
γ
m

(t−t1)− γ
m

(t−t2) dt1 dt2

〉

Using
〈
ξ(t)

〉
= 0 and

〈
ξ(t1)ξ(t2)

〉
= Γδ(t1 − t2)

〈
vi(t)

2
〉

=
〈
v2
i0
e−

2γ
m
t
〉

+
1

m2

∫ t

0

∫ t

0

e−
γ
m

(2t−t1−t2)Γδ(t1 − t2) dt1 dt2〈
vi(t)

2
〉

=
〈
v2
i0
e−

2γ
m
t
〉

+
1

m2

∫ t

0

e−2 γ
m

(t−t′)Γ dt′
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4 4.8

The transient part dies after equilibrium has been established for a long time, so〈
v2
i (∞)

〉
=

Γ

2γm
=
kBT

m

where we’ve used equipartition theorem
〈

1
2
mv2

〉
= kBT

2
.

The diffusion constant is defined by 〈
x2
i

〉
≡ 2Dt

The mean square displacement can be computed by similar to the mean square speed

〈
x2
i (t)
〉

=
Γ

m2

∫ t

0

∫ t

0

∫ t′1

0

∫ t′2

0

δ(t′′1 − t′′2)e−
γ
m

(t′1+t′2−t′′1−t′′2 ) dt′′1 dt′′2 dt′1 dt′2〈
x2
i (t)
〉

=
Γ

m2

∫ t

0

∫ t

t′2

e−
γ
m

(t′1+t′2)

∫ t′2

0

e
γ
m

2t′′2 dt′′2 dt′1 dt′2

〈
x2
i (t)
〉

=
Γ

mγ

∫ t

0

∫ t

t′2

e−
γ
m

(t′1−t′2) dt′1 dt′2

〈
x2
i (t)
〉

=
Γ

γ2

∫ t

0

1− e−
γ
m

2t′2 dt′2〈
x2
i (t)
〉

=
Γ

γ2
t

In the last line, the decaying term was dropped. Therefore we have by definition

D =
Γ

2γ2
=

2γkBT

2γ2
=
kBT

γ
=

kBT

6πηR

γ = 6πηR comes from Stoke’s law.
The mean square displacement can be alternatively expressed as〈

x2
i (t)
〉

=
2kBT

γ
t

Assuming that Pospisil observed displacements from a microscope glass which makes
〈
x2
〉

=
2
〈
x2
i

〉
, kB can be estimated to be

kB =
3πηR

T

〈
x2
〉
/2

t
= 5.92× 10−25 J K1

which is much 40 times smaller than the modern value. Fermi would have done better in a
bar quiz.

38



4 4.9

Example 4.9

The classical fluctuation-dissipation theorem states〈
δq2
ω

〉
=

2kBT

ω
Im(χ(ω))

where χ(ω) = q
v

is the relevant susceptibility, which is given by(
1

C
− iωR

)
χ = 1

χ =
C

1− iωRC

χ =
C

1 + ω2τ 2
(1 + iωτ)

Substituting back, 〈
δq2
ω

〉
=

2kBTCτ

1 + ω2τ 2〈
q2
ω

〉
=

2kBTCτ

1 + ω2τ 2

where we’ve used τ = RC and 〈q〉 = χ 〈v〉 = 0. The voltage noise can be obtained as∣∣χ2(ω)
∣∣ 〈v2

ω

〉
=
〈
q2
ω

〉
C2

1 + ω2τ 2

〈
v2
ω

〉
=

2kBTCτ

1 + ω2τ 2〈
v2
ω

〉
= 2kBTR

The expected noise in a frequency interval df consists of that from both positive and negative
angular frequencies 〈

v2
〉

df =
1

2π

〈
v2(+ω)

〉
dω +

1

2π

〈
v2(−ω)

〉
dω〈

v2
〉

df = 4kBTR df

where the 2π comes from the fourier convention we use
∫ 〈

v2
ω

〉
dω = 2π. This is consistent

with the observed Johnson noise.
The voltage across the capacitor is〈

v2
c (ω)

〉
=

1

C2

〈
q2(ω)

〉
〈
v2
c (ω)

〉
=

2kBTR

1 + ω2τ 2
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4 4.9

〈
v2
c

〉
=

1

2π

∫ 〈
v2
c (ω)

〉
dω =

kBTR

πτ

∫ ∞
−∞

cos2 u d tanu

〈
v2
c

〉
=
kBT

C

and correspondingly

Ec =

〈
1

2
Cv2

c

〉
=
kBT

2

consistent with equipartition theorem for thermal energy in a degree of freedom on which
energy quadratically depends.

The power dissipated in the resistor is given by

Pω =
〈
ω2q2

ωR
〉

Pω =
2kBTτ

2

1/ω2 + τ 2

the power supplied by the noise source is

P ′ω = Re
{〈
v∗ω(−iωqω)

〉}
P ′ω = Re

{〈
v2
ωχ
〉}

P ′ω =
Cω2τ

1 + ω2τ 2
2kBTR

P ′ω =
2kBTτ

2

1/ω2 + τ 2
= Pω

The power supplied in circuit is fully dissipated in the resistor.
Measurements of the voltage noise spectrum

〈
v2
ω

〉
across the known capacitor can be

integrated to deduce temperature

T =
C

2πkB

∫ ∞
−∞

〈
v2
ω

〉
dω

Once temperature is obtained, the unknown resistance can be obtained by solving〈
v2
c (ω)

〉
=

2kBTR

1 + ω2R2C2

The correct root can be identified by also using

∂

∂ω

〈
v2
c (ω)

〉
= −

2R2C2ω
〈
v2
c (ω)

〉
1 + ω2R2C2

.
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Example 4.10

The relative probability of the vanes being rotated forward by gas of temperature T1, driving
the ratchet to overcome the elastic energy ε and the external torque L, is

e
− 1
kBT1

(Lθ+ε)

The relative probability of the pawl being lifted by gas of temperature T2 against elastic
energy ε is

e
− 1
kBT2

ε

The system is reversible if the two probabilities are equal, i.e.

e
− 1
kBT1

(Lθ+ε)
= e

− 1
kBT2

ε
=⇒ Lθ + ε

T1

=
ε

T2

Therefore, the energy taken from one reservoir Q1 = Lθ + ε and that delivered to another
Q2 = ε satisfy

Q1

Q2

=
T1

T2

Example 4.11

The problem can be formulated as

∂

∂t
P = D

∂2

∂x2
P for 0 < x < L

∂

∂x
P (0, t) = 0

P (L, t) = 0

To start with, assume separable solutions

P (x, t) = X(x)T (t)

T ′(t)

T (t)
= D

X ′′(x)

X
= −C

X = cos

(√
C

D
x

)
T = T0e

−Ct

The constraint P (L, t) = 0, gives

C =
(n+ 1

2
)2π2

L2
D
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4 4.11

Any general solution would be a linear superposition ofXnTn, additionally satisfying P (x, t) ≥
0. No single mode can completely decay away, so neither can the inseparable superposition
of modes. However, the 1

e
-life of a mode can be computed as

τ =
1

C
=

1

(n+ 1
2
)2

L2

π2D
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